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Abstract

A fake or unauthorized digital certificate allows attackers to impersonate trusted websites, trick-
ing users into believing they are on a legitimate site. This enables them to steal sensitive infor-
mation, spy on communications, or pretend to be someone else on-line. Such certificates are
typically created when a Certificate Authority (CA)–the trusted authority entity responsible for
issuing secure digital certificates–is compromised or makes a mistake in the key generation pro-
cess, resulting in certificates that meet security standards but contain vulnerabilities. This study
examines the RSA variant cryptosystem known as Murru-Saettone scheme, which the compro-
mised CA has generated the key pairs and used as a digital certificate. We demonstrate that the
public parameter N = pq used in this RSA variant cryptosystem can be factorized. Specifically,
we show that if an approximation of ψ(N) = (q2 + q + 1)(p2 + p + 1), denoted as Ω, is deter-
mined and satisfies |ψ(N)− Ω| < αN

3
2 , the modulusN = pq can be efficiently factorized using

continued fractions combined with Coppersmith’s method.
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1 Introduction

Every day, we inevitably use online digital facilities. Financial transactions, messaging and
video conferencing, and storage of important data are some examples of these facilities. Whether
we realize it or not, the services we use employ cryptographic methods-either symmetric or asym-
metric. For instance, the secure transmission of secret keys between parties in a communication
system has a significant impact on the security of symmetric/private key encryption methods. As
a result, if the keys are stolen or compromised, it can lead to the exposure of sensitive information
and serious security threats. Therefore, modern communication systems typically use asymmetric
encryption, such as RSA and ECC, instead of direct interaction between parties. This is also why
research on the asymmetric cryptosystem used in our communication system protocol is essential
to ensure that symmetric encryption remains secure. Certificate Authority (CA) is the authority
entity responsible for generating key pairs, public and private keys in an asymmetric cryptosys-
tem, which ultimately leads to the creation of digital certificates. It is imperative that all parties
place complete trust to CA to produce secure public and private keys for their use. However, in
today’s digital world, it is necessary to perform self-checks on the key pairs obtained from the CA.

The RSA encryption and digital signing mechanisms are widely recognized as the prevailing
public-key cryptosystem in contemporary technology, including their prominent application in
blockchain technology [17]. Key generation, encryption, and decryption are the three distinct al-
gorithms that comprise the basic RSA cryptosystem [14, 19]. The complexity of breaking down the
multiplication of prime pairs (p, q), with equal bit sizes–or, more commonly expressed asN = pq,
serves as the foundation of RSA security design. To ensure RSA maintains its security strength,
the public parameter and private parameter–denoted as (N, e) and (d, p, q), respectively–must sat-
isfy several critical prerequisites during key generation process [18, 1]. From existing literature in
[18], the RSA cryptosystem is vulnerable by using continued fractions if the private exponent d is

less than 1

3
N

1
4 . Additionally, if d < 2

√
2N

3
4−

t
2 for some t < 1 and explicitly for d < 2

√
2N

1
4 , Bun-

der and Tonien [2] has successfully recovered the secret exponent. Eventually, Boneh and Durfee
[1] used Coppersmith’s method to improve the limitation of d < N0.292 to generate compact so-
lutions of modular univariate polynomials. From that point, Susilo et al. [15] showed that the

bound may be expanded from d <
1

3
N

1
4 to d < 1

4
√
18
N

1
4 . The updated bound is partly generated

by the requirement that both primes, p and q, possess nearly equal bit lengths.

Numerous strategies employing diverse methodologies have been established to improve the
RSA cryptosystem’s implementation. Consequently, several RSA variants have been developed.
For instance, the work by Takagi [16] introduced a fast RSA-type cryptosystem with modulo
N = pkq, while Quisquater andCouvreur [13] proposed a faster RSAdecryption algorithm by uti-
lizing the Chinese remainder theorem andmore efficient modular multiplication algorithms. Fur-
thermore, Kamel Ariffin et al. [7] introduced an RSA-type cryptosystem with modulo N = p2q,
and Elkamchouchi et al. [5] presented an approach that extends the RSA cryptosystem to the
realm of Gaussian integers.

Given the existence of fake or unauthorized digital certificates as a reality in today’s digital
landscape, this serves as motivation to identify the presence of such digital certificates. A fake
or unauthorized digital certificate allows attackers to impersonate trusted websites, tricking users
into believing they are on a legitimate site. This enables them to steal sensitive information, spy
on communications, or pretend to be someone else online. Such certificates are typically created
when a Certificate Authority (CA)–the trusted authority entity responsible for issuing secure dig-
ital certificates–is compromised or makes a mistake in the key generation process, resulting in cer-
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tificates that meet security standards but contain vulnerabilities. The authenticity of these fake
or unauthorized digital certificates can be trusted based on the fact that the weak key generated
meets the criteria outlined in the key generation process, allowing the cryptosystem to continue
operating discreetly. Suppose an adversary realizes of the existence of such digital certificates; in
that case, they can certainly discover the private keys based on the public parameters retrieved
from the digital certificate.

In light of the preceding information, this paper presents amethodology for identifying poten-
tial fake or unauthorized digital certificates generated by the CA upon an RSA variant cryptosys-
tem created byMurru-Saettone [8]. Based on the conditionswe identify in this work, an adversary
is able to successfully factor N using continued fractions combined with Coppersmith’s method
as the primary approach, particularly if the user has been provided with a fake or unauthorized
digital certificate by the CA due to their negligence.

This paper has the following structure. In Section 2, we provide a summary of the Murru-
Saettone scheme, including key generation procedure, encryption procedure, and decryption pro-
cedure. Next, we describe some helpful lemmas and essential tools that help the cryptanalysis
work in Section 3. Furthermore, Section 4 unveils our primary finding, asserting that the Murru-
Saettone scheme lacks security under the circumstances outlined in our novel discoveries, thus
enabling an adversary to factorize N = pq. Additionally, we also present a numerical example
to demonstrate our cryptanalysis. Last but not least, we draw our conclusions in Section 5 of the
paper.

2 The RSA Variant Cryptosystem Created by Murru-Saettone

TheMurru-Saettone cryptosystemwas invented in 2018 byMurru and Saettone [8]. They have
introduced a variant of the RSA cryptographic system, utilizing the cubic Pell equation,

x3 + cy3 + c2z3 − 3cxyz = 1,

modulo an RSAmodulusN = pq as its foundation. Both e denoted as public exponent, d denoted
as private exponent, satisfy the following equation,

ed− k
(
p2 + p+ 1

) (
q2 + q + 1

)
= 1. (1)

Let, (G,+, ·) be a field. Let A be the quotient field A = G[t]/(t3 − r) such that it contains elements
in the form of x + ty + t2z where (x, y, z) ∈ G3. Then, a product · between elements in A can be
defined by,

(x1, y1, z1)·(x2, y2, z2) = (x1x2 + (y2z1 + y1z2)r, x2y1 + x1y2 + rz1z2, y1y2 + x2z1 + x1z2
)
. (2)

Next, consider the set,

A =
{
(x, y, z) ∈ G

3, x3 + ry3 + r2z3 − 3xyzr = 1
}
. (3)

Then, (A,·) is a commutative group with (1, 0, 0) as the identity element; and the inverse element
of (x, y, z) is (x2 − ryz, rz2 − xy, y2 − xz). Let B be the quotient group defined by B = F∗/G∗,
which consists elements in the following forms: m+ nt+ t2, orm+ t, or 1. Consider the point at
infinity (α, α) for the addition operation ⊙ defined by the following cases:

1. (m,α)⊙ (p, α) = (mp,m+ p).
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2. If n+ p = 0,

(a) andm = n2, then (m,n)⊙ (p, α) = (α, α).

(b) andm ̸= n2, then (m,n)⊙ (p, α) =

(
mp+ r

m− n2
, α

)
.

3. If n+ p ̸= 0, then (m,n)⊙ (p, α) =

(
mp+ r

n+ p
,
m+ np

n+ p

)
.

4. Ifm+ p+ nq = 0,

(a) and np+mq + r = 0, then (m,n)⊙ (p, q) = (α, α).

(b) and np+mq + r ̸= 0, then (m,n)⊙ (p, q) =

(
mp+ (n+ q)r

np+mq + r
, α

)
.

5. Ifm+ p+ nq ̸= 0, then (m,n)⊙ (p, q) =

(
mp+ (n+ q)r

m+ p+ nq
,
np+mq + r

m+ p+ nq

)
.

Moreover, if k is a positive integer, the exponentiation (m,n)⊙k is defined by,

(m,n)⊙k = (m,n)⊙ (m,n)⊙ . . . (m,n), (k times). (4)

Consequently, we can reduce B to

B = (G× G) ∪ (G× {α}) ∪ {(α, α)}. (5)

Let, p be a prime. If we take G = Z/pZ, then one can choose α = ∞. In this case, A = Gp3

is the finite field with pe elements. It follows that B is a cyclic group of order p2 + p + 1. As a
consequence, we always have (m,n)⊙p2+p+1 = (α, α) (mod p) for all (m,n) ∈ B. We outline the
Murru-Saettone cryptographic system, including its procedures for key generation, encryption,
and decryption for this section.

Algorithm 1: Procedure for Murru-Saettone key generation.
Input: An integer k bit size of two prime numbers.
Output: (N, e)–public parameters and (p, q, d)–private parameters.

1 Select two unique integer primes (p, q) with a bit-size of k.
2 Define N = pq.
3 Define ψ(N) = (q2 + q + 1)(p2 + p+ 1).
4 Select an integer e < ψ(N)with gcd(e, ψ(N)) = 1 randomly.
5 Select r, a random integer that is non-cubic residue modulo p, q, and N .
6 Compute d ≡ e−1 (mod ψ(N)).
7 return (N, e)–public parameters and (p, q, d)–private parameters.

Algorithm 2: Procedure for Murru-Saettone encryption.
Input: (N, e)–public parameters and (m1,m2) ∈ ZN–messages.
Output: (c1, c2)–ciphertexts.

1 Compute (c1, c2) ≡ (m1,m2)
⊙e (mod N) using the additional operation ⊙.

2 return (c1, c2)–ciphertexts.
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Algorithm 3: Procedure for Murru-Saettone decryption.
Input: (p, q, d)–private parameters and (c1, c2)–ciphertexts.
Output: (m1,m2) ∈ ZN–messages.

1 Compute (m1,m2) ≡ (c1, c2)
⊙d (mod N) using the additional operation ⊙.

2 return (m1,m2) ∈ ZN–messages.

3 Preliminaries

This section present significant discoveries that will serve as foundational elements through-
out this paper. We initiate by revisiting essential principles and relevant prior studies, providing
valuable insights to construct our attack strategies.

3.1 Continued fraction expansion

One of an early cryptographic analytical tool applied to RSA is the continued fraction expan-
sion method. It is defined as below.

Definition 3.1 (Continued fraction). The real number ξ ∈ R can be expressed through the continued
fraction expansion as follows,

ξ = u0 +
1

u1 +
1

u2 +
1

u3 +
1

u4 + · · ·

, (6)

where it can be simplified as ξ = [u0, u1, . . . , ui, . . .]. If ξ represents a rational number, it can be expressed
as [u0, u1, . . . , ui]. Hence, for every i ≥ 0, any rational number v

w
that satisfies the equation,

v

w
= [u0, u1, . . . , ui],

constitutes a convergent of the continued fraction expansion of ξ. Additionally, v and w are coprime. The
next theorem provides a technique to determine whether a rational number v

w
is a convergent of ξ.

Theorem 3.1 (Legendre’s theorem). Suppose ξ ∈ R, gcd(v, w) = 1 and∣∣∣ξ − v

w

∣∣∣ < 1

2w2
. (7)

In such a case, v
w

is a convergent of the continued fractions expansion of ξ.

Proof. Please refer to [6].

3.2 Coppersmith’s method

The Coppersmith’s method, introduced by [3], is primarily used in order to determine the
integer solutions of a univariate or bivariate polynomials modulo a given integer. Specifically, let
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consider the following polynomial F (x) = xn + an−1x
n−1 + · · ·+ a1x+ a0 (mod N)with a large

integer N = pq. If there is a value |x0| < N1/n such that F (x0) ≡ 0 (mod N), then Coppersmith
[3] showed that the LLL algorithm can efficiently locate |x0|. This algorithm generates a distinct
polynomial f related to F (x), which satisfies the criteria imposed for x0 at smaller values. The
method is formalized as in theorem below.

Theorem 3.2 (Coppersmith’s method). Let, N be an integer and F ∈ Z[x] be a monic polynomial of
degree n over the integers. Suppose X = N

1
n−ϵ for 1

n
> ϵ > 0. Given N,F , then all integers |x0| < X

satisfying F (x0) ≡ 0 (mod N) can be determined within a polynomial time frame.

Proof. Please refer to [3].

The method is essentially a milestone in attacking RSA since it provides a method to factor
modulus N = pq within polynomial time by given a suitable polynomial F . Its running time
is dominated by the time it takes to run the LLL algorithm on a lattice of dimension O(w) with

w = min

{
1

ϵ
, log2N

}
[3]. The following theorem represents an application of Coppersmith’s

method where using an approximation of p, we can create a lattice that satisfies the condition
required in Theorem 3.2.

Theorem 3.3 (Coppersmith’s approximation of p). Consider N = pq be the product of two unknown
integers p and q satisfying q < p < 2q. If an approximation of p with additive error term at most N1/4 is
given, then both p and q can be determined in polynomial time.

Proof. Please refer to [4].

Theorem 3.3 is significant throughout this paper, as we will use it as a tool to demonstrate that
the obtained approximation of p leads to the factorization of N = pq.

3.3 Useful lemmas

The subsequent lemmas provides the bounds for summation p + q with respect to N (Please
refer to [10]).

Lemma 3.1. SupposeN = pq, where p and q are two unknown integers satisfying q < p < 2q, then, p+q
satisfies the following inequalities,

2N
1
2 < p+ q <

3
√
2

2
N

1
2 < 3N

1
2 .

The subsequent lemma indicates that any approximation of summation of p + q, will lead to an
approximation of the parameter p.

Lemma 3.2. [12] Consider N = pq where p and q are two unknown integers satisfying q < p < 2q.
Suppose we approximate p+ q as S, where S > 2

√
N , then,

|p+ q − S| < p− q

3(p+ q)
N

1
4 .

Thus, P̃ =
1

2

(
S +

√
S2 − 4N

)
is an approximation of p satisfying

∣∣∣p− P̃
∣∣∣ < N

1
4 .
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Proof. Please refer to [12].

The bounds for prime numbers (p, q)with respect to themodulusN is provides by the subsequent
result (Please refer to [9]).

Lemma 3.3. Consider N = pq with (p, q) are two unknown integers satisfying q < p < 2q. Then,
√
2

2

√
N < q <

√
N < p <

√
2
√
N.

The former lemma can assist in determining an upper bound, denoted as ψU and a lower bound,
denoted as ψL for ψ(N).

Proposition 3.1. Consider N = pq where p and q are two unknown integers satisfying q < p < 2q.
Suppose ψ(N) = (q2 + q + 1)(p2 + p+ 1),

(N +
√
N + 1)2 < ψ(N) <

(
N +

3

4

√
2
√
N + 1

)2

+
3

8
N.

Hence,
(
N +

√
N + 1

)2
is a lower bound ψL and

(
N +

3

4

√
2
√
N + 1

)2

+
3

8
N is an upper bound ψU

for ψ(N).

Proof. Please refer to [11].

We will proceed by establishing ψ(N) =
(
q2 + q + 1

)
(p2 + p + 1). Next, a good approximation

for ψ(N) can be discovered with the aid of the former lemma. Subsequently, it is demonstrated in
[11] that knowledge of ψ(N) enables the factorization of the modulus N = pq.

Proposition 3.2. Consider N = pq product of two unknown integers that satisfying q < p < 2q. Given
that, ψ(N) =

(
q2 + q + 1

) (
p2 + p+ 1

)
, let us assume this is known. Then,

p =
1

2

(
S +

√
S2 − 4N

)
, and q =

1

2

(
S −

√
S2 − 4N

)
, (8)

where

S =
1

2

(√
(N + 1)2 + 4 (ψ(N)− (N2 −N + 1))− (N + 1)

)
. (9)

Proof. Since,

ψ(N) =
(
q2 + q + 1

) (
p2 + p+ 1

)
= p2q2 + p2q + pq2 + pq + p2 + q2 + p+ q + 1

= N2 +Np+Nq +N + p2 + q2 + p+ q + 1. (10)
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Replacing (10) in S, we get

S =

√
(N + 1)2 + 4 (ψ(N)− (N2 −N + 1))− (N + 1)

2

=
1

2

(√
(N + 1)2 + 4 (N2 +Np+Nq +N + p2 + q2 + p+ q + 1−N2 +N − 1)− (N + 1)

)
=

1

2

(√
(N + 1)2 + 4 (Np+Nq + 2N + p2 + q2 + p+ q)− (N + 1)

)
=

1

2

(√
N2 + 2N + 4Np+ 4Nq + 8N + 4p2 + 4q2 + 4p+ 4q + 1− (N + 1)

)
=

1

2

(√
N2 + 2N + 4N(p+ q) + 4(p+ q)2 + 4(p+ q) + 1− (N + 1)

)
=

1

2

(√
N(N + 2(p+ q) + 1) +N + 2N(p+ q) + 4(p+ q)2 + 4(p+ q) + 1− (N + 1)

)
=

1

2

(√
N(N + 2(p+ q) + 1) + 2(p+ q)(N + 2(p+ q) + 1) + (N + 2(p+ q) + 1)− (N + 1)

)
=

1

2

(√
(N + 2(p+ q) + 1)(N + 2(p+ q) + 1)− (N + 1)

)
=

1

2

(√
(N + 2(p+ q) + 1)

2 − (N + 1)

)
=

1

2
((N + 2(p+ q) + 1)− (N + 1))

= p+ q. (11)

Finally, by using S, the integers (p, q) can be discovered easily.

The subsequent lemmas, along with the theorem, provide insights into the prerequisites that the
parameters in the equation eV − UW = Ω− ψL must satisfy.

Lemma 3.4. Consider N = pq where p and q are two unknown integers satisfying q < p < 2q and
U = ψL + ψU . Suppose the positive integers e, V andW satisfy the equation eV − UW = Ω− ψL. If

1 ≤W < V <

∣∣∣∣ U

2(ψ(N)− ψL)

∣∣∣∣ , and |Ω− ψ(N)| < αN
3
2 ,

then, V
W

is a convergent function of e
U

− αN
3
2

2U
.

Proof. Consider the following equation,

eV − UW = Ω− ψL. (12)

Let, |Ω− ψ(N)| < αN
3
2 . Next, when we divide (12) by UV , we get∣∣∣∣ eU − W

V

∣∣∣∣ = ∣∣∣∣Ω− ψL

UV

∣∣∣∣
≤ αN

3
2 + ψ(N)− ψL

UV

=
αN

3
2

UV
+
ψ(N)− ψL

UV
, (13)
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given that V <

∣∣∣∣ U

2(ψ(N)− ψL)

∣∣∣∣, it follows that 1

2V
>

∣∣∣∣ (ψ(N)− ψL)

U

∣∣∣∣. Since UV will always

positive, rearranging (13) yields,∣∣∣∣∣
(
e

U
− αN

3
2

2U

)
− W

V

∣∣∣∣∣ <
∣∣∣∣ψ(N)− ψL

UV

∣∣∣∣
=

∣∣∣∣ψ(N)− ψL

U

∣∣∣∣ · 1

V

<
1

2V
· 1

V

=
1

2V 2
,

which satisfies Theorem 3.1 above, thereby concluding the argument.

Theorem 3.4. Consider N = pq where p and q are two unknown primes satisfying q < p < 2q. Let the
positive integers e, V , andW satisfy the equation eV − UW = Ω − ψL where U = ψL + ψU which ψL

and ψU is the lower and upper bound of ψ(N). If 1 ≤W < V <

∣∣∣∣ U

2(ψ(N)− ψL)

∣∣∣∣, |ψ(N)− Ω| < αN
3
2 ,

ψ(N) − αN
3
2 < Ω < N2 +

7

2
N +

3√
2

√
N (N + 1) + 1. Let S be an approximation of p + q such that

|p+ q − S| < p− q

3(p+ q)
N

1
4 , then N can be efficiently factored in polynomial time.

Proof. Assuming that the integer e satisfies the equation eV −UW = Ω−ψL and that the integers
V ,W , and Ω meet the conditions outlined in Lemma 3.4, we are able to determine the integers V

and W by calculating the convergents from the continued fractions of

(
e

U
− αN

3
2

2U

)
. Obtaining

V and W , we can compute Ω = eV − UW + ψL. Next, using the values of Ω, the approximate
summation p+ q can be easily calculated as,

S =

√
4 (Ω− (N2 −N + 1)) + (N + 1)2 − (N + 1)

2
.
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Since ψ(N)− αN
3
2 < Ω < N2 +

7

2
N +

3√
2

√
N (N + 1) + 1, then,

S =
1

2

(√
4 (Ω− (N2 −N + 1)) + (N + 1)2 − (N + 1)

)
<

1

2

(√
4

((
N2 +

7

2
N +

3√
2

√
N (N + 1) + 1

)
− (N2 −N + 1)

)
+ (N + 1)2 − (N + 1)

)

=
1

2

(√
4

(
9

2
N +

3√
2

√
N(N + 1)

)
+ (N + 1)2 − (N + 1)

)

=
1

2

(√(
18N + 6

√
2
√
N(N + 1)

)
+ (N + 1)2 − (N + 1)

)

=
1

2

(√
N2 + 20N + 6

√
2
√
N(N + 1) + 1− (N + 1)

)
=

1

2

(√(
N + 3

√
2
√
N + 1

)2
− (N + 1)

)

=
1

2

(
(N + 1) + 3

√
2
√
N − (N + 1)

)
=

3√
2

√
N.

Observe that, 2
√
N < S <

3√
2

√
N . We have

∣∣∣∣(p− q)2 −
(√

S2 − 4N
)2∣∣∣∣ = ∣∣(p− q)2 − S2 + 4N

∣∣
=
∣∣(p+ q)2 − S2

∣∣ .
Dividing by p− q +

√
S2 − 4N , we get∣∣p− q −
√
S2 − 4N

∣∣ (p− q +
√
S2 − 4N)

p− q +
√
S2 − 4N

=
|p+ q − S| (p+ q + S)

p− q +
√
S2 − 4N∣∣∣p− q −

√
S2 − 4N

∣∣∣ = |p+ q − S| (p+ q + S)

p− q +
√
S2 − 4N

.

Since |p+ q − S| < p− q

3(p+ q)
N

1
4 < N

1
4 , then, p + q + S < 2(p + q) + N

1
4 < 3(p + q). Combining

with p− q < p− q +
√
S2 − 4N , we have∣∣∣p− q −

√
S2 − 4N

∣∣∣ = |p+ q − S| (p+ q + S)

p− q +
√
S2 − 4N

<
|p+ q − S| 3(p+ q)

p− q

<
p− q

3(p+ q)
N

1
4 · 3(p+ q)

p− q

= N
1
4 .
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Now, we set P̃ =
1

2

(
S +

√
S2 − 4N

)
. We have

|p− P̃ | =
∣∣∣∣p− 1

2
(S +

√
S2 − 4N)

∣∣∣∣
=

1

2

∣∣∣p+ q − S + p− q −
√
S2 − 4N

∣∣∣
≤ 1

2
|p+ q − S|+ 1

2

∣∣∣p− q −
√
S2 − 4N

∣∣∣
<

1

2
· p− q

3(p+ q)
N

1
4 +

1

2
N

1
4

< N
1
4 .

According to Theorem 3.3, the modulus N can be successfully factored in polynomial time.

4 Generating A Fake or Unauthorized Digital Certificate Based on the RSA
Variant Cryptosystem by Compromised CA

This section illustrates the process by which a compromised CA generates a fake or unautho-
rized digital certificate, based on the Murru-Saetton scheme. By utilizing the criteria detailed in
Lemmas 3.2 and 3.4, along with the findings stated in Theorem 3.4, the compromised CA can
devise an algorithm for generating vulnerable Murru-Saettone scheme public parameters. The
algorithm is outlined as follows.

In Algorithm 4, we show a potential strategy that a compromised CA can use to generate a
fake or unauthorized digital certificate based on the Murru-Saetton scheme. In this strategy, a
compromised CAwill choose the integersΩ andW as in Step 9−10 that satisfy ξ = Ω−ψL+U ·W
as in Step 11. Next, they will perform a checking process to ensure that the integer ξ is not a prime
number. If the condition is satisfied, theywill perform a factorization of ξ as in Step 15. The largest
factor of ξ will be denoted as the public exponent e, and the rest will be collected as an integer
V . All the parameters generated by the compromised CA satisfy the condition as in Lemma 3.2,
Lemma 3.4 and Theorem 3.4. Based on this potential strategy, an adversary can factor themodulus
N using public parameters (e,N) as shown in Subsection 4.1.
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Algorithm 4: Producing vulnerable public key pairs ofMurru-Saettone cryptosystem sat-
isfying Lemmas 3.2 and 3.4 together with results from Theorem 3.4.
Input: An integer k bit size of two prime numbers.
Output: Vulnerable Murru-Saettone scheme public parameters (N, e).

1 Select two unique integer primes (p, q) with a bit-size of k.
2 Calculate N = pq.
3 Calculate ψ(N) = (p2 + p+ 1)(q2 + q + 1).
4 Calculate ψL =

⌊
(N +

√
N + 1)2

⌋
.

5 Calculate ψU =

⌈
(N +

3

4

√
2
√
N + 1)2 − 3

8
N

⌉
.

6 Calculate U = ψL + ψU .
7 Calculate ΩL =

⌈
ψ(N)− αN

3
2

⌉
.

8 Calculate ΩU =
⌊
ψ(N) + αN

3
2

⌋
.

9 Choose an integer Ω ∈ (ΩL,ΩU ) randomly.

10 Select an integerW <
U

2(ψ(N)− ψL)
randomly.

11 Calculate ξ = Ω− ψL + U ·W .
12 if ξ == PRIME then
13 go to Step 9.
14 else
15 Assign rs11 , r

s2
2 , . . . , r

sn
n denoted as ξ prime factors.

16 Calculate V =
∏n

i=1 r
si
i .

17 if V < W then
18 go to Step 9.
19 else
20 Calculate e = ξ/V .
21 return (N, e).

4.1 Finding corresponding private parameters fromweak RSA variant key pairs by adversary

Based on Theorem 3.4, takes (N, e) which are generated in Algorithm 4, an adversary who is
supposedly aware of the existence of these fake or an unauthorized digital certificates, can build an
algorithm to find the corresponding private parameters and consequently factorN by employing
the continued fraction method and Coppersmith’s technique through the LLL algorithm. The
algorithm is outlined as follows:

1248



Z. Mahad et al. Malaysian J. Math. Sci. 19(4): 1237–1256(2025) 1237 - 1256

Algorithm 5:Algorithm for extracting private parameters from fake or unauthorized dig-
ital certificates through the factorization of the Murru-Saettone cryptosystem moduli.
Input: Given vulnerable public parameters, (N, e) from fake or unauthorized digital

certificates generating using Murru-Saettone cryptosystem that satisfying Theorem
3.4.

Output: Factors of N , p and q.

1 Execute the continued fraction method upon
(
e

U
− αN3/2

2U

)
to obtain the list of

convergents x1
y1
,
x2
y2
, . . . ,

xi
yi
.

2 while 1 ≤ j ≤ i do
3 Calculate Ω = exj − Uyj + ψL.

4 Calculate S =
1

2

(√
4 (Ω− (N2 −N + 1)) + (N + 1)2 − (N + 1)

)
.

5 Calculate P̃ =
1

2

(
S +

√
S2 − 4N

)
.

6 Consider the polynomials F (t) = (P̃ + t).
7 Formulate a matrixM comprised of coefficient vectors corresponding to elements of

⟨F (t), N⟩.
8 Apply the LLL algorithm to the matrixM .
9 Formulate the polynomialM ′

(t) using the initial output row obtained in step number
8.

10 Calculate the roots ofM ′
(t) to obtain small solution t0.

11 if N

P̃ + t0
is an integer then

12 return
(
p =

N

P̃ + t0
, q =

N

p

)
.

13 return ⊥.

In Algorithm 5, the convergences of
(
e

U
− αN3/2

2U

)
will produce a sequence, where the can-

didates of W and V denoted as x and y begin from the smallest integer. Since the process of
continued fractions ends in polynomial time, the adversary can test all candidates for W and V
in polynomial time as in Steps 2 to 13. Starting by computing possible Ω. With the calculated Ω,
the adversary next calculates S and P̃ as in Steps 4 and 5 then proceed by constructing a matrix
M of coefficient vectors of elements of ⟨F (t), N⟩. Next, using the Coppersmith’s method via the
LLL algorithm upon matrixM , a matrixM ′

(t) is produced. Calculate the roots ofM ′
(t) to obtain

a small solution t0. Finally, N is factored if the condition as in Steps 11− 12 is satisfied.
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4.2 Numerical example

Weput an illustration of the aforementioned attack, let’s examine the followingMurru-Saettone
cryptosystem public parameters (e,N), with N being 1024−bits in size.

N = 238652642171569808839712730672204767111343974301877885958709

953408192488462598362701448144405715453127936870395931965881

738916313030740681724309743168881021675320951972882486124617

409562172376676045679626686045476402449185411211149224414294

883412467216437968359486376158872894988730881090696299068370

498091487,

e = 410545420384104023387623584791923863596402673123540300973043

793621420101758018692631218110715562019605904184609991123091

276779644751001591759292958270796703993946184523774226141769

615977099751746291740584569219701230374108638909590151974376

959399495908452875582514707306984236251404381225304479852358

116091639032325136488258412129413256125937744794174367810849

985028256732859370226543898983660093804231544734554056279060

558770225335797671226115544728909089451865348092821007867093

789434002204245611813873140502599604053318778835165098940154

224343629074685042506715505222941695424306927465304778453454

17154186438455753.

Followed by computing parameters,

ψL =
(
N +

√
N + 1

)(
N +

√
N + 1

)
= 569550836154713403635009946972077759305231309887732273487228

866392632460074994057414140187858137780476828625538215975259

460298955563410115347278031834233765125859305159714702724752

476431111885170418919094991257622875397194551187195609197683

285288480480567900829514760515687069060388620096880084962953

775445243045047817688498417120907671247602616877261305692060

281702650584574110970077500792088159214928999571847712677664

406774223347316759870995954803581708570879695185535956390183

675864906761385272768651952944141319460002857905093949468545

877527765775582323810249105195125267589343355341152102665177

06908992981262383,
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and

ψU =

(
N +

3

4

√
2
√
N + 1

)2

+
3

8
N

= 569550836154713403635009946972077759305231309887732273487228

866392632460074994057414140187858137780476828625538215975259

460298955563410115347278031834233769598695584344599401450453

254308114246702764076600109624192336052685607652950522467895

404830383549905580222372805987719249289695213159542599221358

072093514856549795775003621614928574527634276593893099092281

482613309143097841418189867741164505988273096255480065336754

870479355956192977883509619407219713380950112447392249983001

765720134636858974078016129951063701798766180022024309437957

440842506954372538331208779833199781302955967097859141701449

28002233529158102,

which values are used to compute,

A = ψL + ψU

= 113910167230942680727001989394415551861046261977546454697445

773278526492014998811482828037571627556095365725107643195051

892059791112682023069455606366846753472455488950431410417520

573073922613187318299569510088181521144988015884014613166557

869011886403047348105188756650340631835008383325642268418431

184753875790159761346350203873583624577523689347115440478434

176431595972767195238826736853325266520320209582732777801441

927725357930350973775450557421080142195182980763292820637318

544158504139824424684666808289520502125876903792711825890650

331837027272995486214145788502832504889229932243901124436662

634911226510420485.

By utilizing the integers (e,N,U) above, next computes the continued fraction expansion of(
e

U
− αN

3
2

2U

)
as,

[
0,

1

2
,
1

3
,
4

11
,
9

25
,
31

86
,
71

197
,
315

874
, . . . ,

51106

141799
, . . .

]
.
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The algorithm terminates at the 15th convergent x15
y15

=
51106

141799
. Taking x15

y15
=

51106

141799
, the adver-

sary computes,

Ω = ex15 −Ay15 + ψL

= 569550836154713403635009946972077759305231309887732273487228

866392632460074994057414140187858137780476828625538215975259

460298955563410115347278031834233769598695584344599401450453

254308114246702764076600109624192336052685607652950522811611

959743661812149988066522460490097682565859584309120746050177

138007068669443050507888322144036483837198949191431607838880

172041270907614109876273224399021630597431463189050822274254

144532728952641270067247352166086623411225020682715594407253

982817767914415522347057638717580025359070602175218888638814

948628789966740132215501955524646049038178439984777423207049

80249738019275620.

Using value of Ω, the adversary computes,

S =

√
4 (Ω− (N2 −N + 1)) + (N + 1)2 − (N + 1)

2
= 327709763322984342815492871200386428088169354011005779769113

406188943176612172660172094638041000423336494397127479473543

26060628535114818452360424299707330,

and

P̃ =
1

2

(
S +

√
S2 − 4N

)
= 218473175548656228543661914133590952058779569340670519846075

604125962117741448442035046817471428715804353963653903684669

79154304323623741049878495826712645.

Let F (t) = P̃ + t and assume the unknown upper bound of
∣∣∣p− P̃

∣∣∣ is T = 10γ . The adversary
considers the polynomials, N2, F (t)N , F (t)2, F (t)2T and F (t)2T 2 and build a matrix, M corre-
sponding to these polynomials. Particularly,

M =



N2 0 0 0 0

NP̃ NT 0 0 0

P̃ 2 2P̃ T T 2 0 0

0 P̃ 2T 2P̃ T 2 T 3 0

0 0 P̃ 2T 2 2P̃ T 3 T 4

 .
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WithMLLL as the LLL-reduced matrix. The adversary uses the coefficients from the first row of
MLLL to construct polynomialsM ′(t)where

M ′(t) = t4+

11521902352664570601480146193413504213845706833118012831

72489829277761446550t3+

49782837684126512646363733612028057066258029084530837412

06897293057756483921106639137791583785249630379894062617

01134990771176455083387908580689924273t2+

95598832439175951584804081872118544641659842675691158703

47642516570463252221941288360068650246157139326851462223

85084477229145965856943903865781813131117824451804793290

67401657130966084817744682184083936768525523656742132200t+

68842525774557966692605946997591820696843091842938921295

88365587597390596648579386223702000634469048431606256787

03745059525153749119359587438225637321980625380015945964

84917186367084786403339192602460962874588375482773478284

74338996885428274165456929938156870105418681344834516207

536031711277256976.

Through identifying the integer roots ofM ′(t), the adversary successfully obtains,

t = −28804755881661426503700365483533760534614267082795032079312

2457319440361924.

Observe,

p = P̃ + t

= 218473175548656228543661914133590952058779569340670519846075

604125962117741448439154571229305286065434317415300527631208

36483476373302947927421176386350721.

The factorization of N can now be achieved by the adversary through computing,

q = N/p

= 109236587774328114271830957066795476029389784670335259923037

802062981058870724219577285614652643032717158707650263815604

18241738186651473963710588193175647.

Remark 4.1. The selection of the parameters α and γ is presented in Table 1. By consulting this table, the
adversary can execute Algorithm 5 to extract private parameters from fake or unauthorized digital certificates
through the factorization of the Murru-Saettone cryptosystem moduli, as demonstrated in the numerical
example above.
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Table 1: Values of parameters α and γ corresponding to length of modulusN .

Length of modulus N in bits α γ

64
1

106
4

128
1

1010
9

256
1

1020
19

512
1

1040
38

1024
1

1080
76

2048
1

10160
150

Asmention in Remark 4.1, an adversary is able to executeAlgorithm 5 to extract private param-
eters from fake or unauthorized digital certificates through the factorization of theMurru-Saettone
cryptosystemmoduli, guided by Table 1. For instance, if themodulusN is 64 bits long, the param-

eters α =
1

106
and γ = 4 should be used to launch the attack. This principle extends to different

sizes of N , requiring corresponding values for α and γ.

Remark 4.2. The preceding examples involve two randomly selected prime numbers, characterized by
|p − q| ≈ N0.49 and public parameter e ≈ N2. Utilizing the values of p and q presented in these ex-
amples, an adversary can readily determine the private exponent d ≈ N2. Consequently, through these
examples, we can see clearly that it becomes challenging for the user to recognize the digital certificate is fake
or unauthorized, as both public parameter and private parameter comply with security standards during the
key generation process.

5 Conclusions

We have developed a strategy to identify whether digital certificates generated by the Certifi-
cateAuthority (CA) using theMurru-Saettone cryptosystem are fraudulent or unauthorized. This
is crucial because such digital certificates can exist if the CA is hacked or makes an error in the key
generation process. Our research findings demonstrate that the vulnerability of digital certificates
based on the Murru-Saettone cryptosystem to attacks depends on the fulfillment of the condition
|Ω− ψ(N)| < αN3/2, whereΩ represents an approximation of ψ(N). By employing the continued
fractions algorithm and Coppersmith’s method as primary strategies, an adversary can effectively
execute an attack in polynomial time to factor themodulusN , evenwithout any information about
the private parameters. Subsequently, the adversary can easily obtain the secret parameter ψ(N)
by calculating ψ(N) = (q2+q+1)(p2+p+1). Finally, private exponent d can easily be determined

by computing d ≡ 1

e
(mod ψ(N)).
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